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Part |
Linear Algebra

Linear Algebra concerns vector spaces and linear maps between those vector spaces.
eGeometric interpretation: Vectors are a class of arrows defined by length and direction.
eAnalytic Viewpoint: Vectors take the form

U1

V2
v; €EF

<t
Il

Up,
with vector addition and scalar multiplication defined as such:
av] + wy
QU2 + Wo

av +w = ) vi,w; EF,a eR

Uy + Wy

1 Vector Spaces

A vector space V over a field F has two operations:

e Vector addition: (u,v) eV - w eV
Properties: Abelian (commutative), associative, invertible (—v), unit element (zero vector)

e Scalar Multiplication: a e R,v eV »w eV
Properties: Unit element (1), Distributive: Multiplication «(8v) = (af)v, Distributive: Addition

Vector spaces are closed under both operations.
If we consider functions to be vectors, then the following are vector spaces

e R” with scalars in R, and C™ with scalars in C

c(Q), C™(Q2), C>(Q2) are vector spaces

P" C C*(Q) is a vector space of polynomials of degree less than n

P C C*=(Q) is a vector space of polynomials of any degree

LP(Q) with 1 < p < oo are vector spaces Note that d(f,g) =0 < f = g a.e. since they can differ
on a set of measure zero and still have the same integral, thus two such functions must be regarded
as identical, so f ~ g (equivalence relation) if f = g a.e.

The general solutions of PDEs are a vector space

1.1 Linear Combinations of vectors

n
g oV
i=1
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Vectors are linearly dependent if 3 «; such that 3 a;V; = 0 but not all «; = 0. (this includes any space that
i=1
contains the zero vector)

Linearly independence: A set of vectors is linearly independent if

ioq\_;?:()i Via;=0

i=1

1.1.0.1 Convex combinations of vectors are linear combinations > o, vi sta; >0Viand > a; =1

1.1.0.2 Convex Hull conv(A) of {vi} is the set of all convex combinations of the vectors in {v}}
conv(o(A)) = (| W(F~1AF) with {F} being all nonsingular changes of bases.
{r}

The

1.1.0.3 Span of a set of vectors £ {S} is the set of all linear combinations of S

A collection of vectors S is a

1.1.0.4 Spanning Set forVifL{S} =V

1.2 Linear Subspaces
W is a subspace of a vector space V if

e W contains the 0 vector

W is closed under linear combinations. (z,y € W, a,b € C = ax +by € W)

For any V, the smallest possible subspace is {0} and the larget possible subspace is V' itself

For any {V,}, span(¥;) is a subset

A subspaceof W is invariant under a maping A if AW c W. A will map vectors in W to W.

1.3 Dimension

A vector space V has dimension n if 3 n linearly independent elements of V.
If {v1,...v,} are linearly independent, then dim ({v1,...v,}) =n

If dim({v1,...v,}) < n, then the homogenous equation Y «;V; always has a nontrivial solution
i=1

1.4 Bases

A basis of a vector space V is a subset S € V which contains vectors that are linearly independent and
span V
In other words, a basis is a linearly independent spanning set of
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e S is a basis of V if and only if span {S} = V and each v € V can be expressed by at least one
combination of elements of S

S is a basis of V' if and only if the elements of S are linearly independent and each v € V can be
expressed by by at most one combination of elements of S

Every vector space has a basis

The number of elements in the basis is unique

If span({v;}) is linearly independent, this implies Vw € V' 3! «; suchthat w = >~ ;v
=0

1.4.0.5 Hamel Basis We say S C V is a Hamel Basis if V 2 € V there exists a unique set of scalars
{e1,...,cn } and vectors in S {81, ..., S, } such that

T = Z CnSn
=1
The Hamel Basis is the default basis

1.5 Norms |||

A norm on a linear space X is a function ||-|| : X — R with the properties:

|z >0V z e X (nonnegative)

IAz]| = A ||z V2 € X, A e C(homogeneous)

lz+yll <zl + |yl ¥z ye X (triangle inequality)

|z]| =0 <= =z =0 (stricly positive)

1.5.1 Normed Linear Space
A normed linear space (X, ||| ) is a linear space X equipped with a norm ||-|| and metric d(z,y) = ||z — y/|
(ord(z,y) = f(llz =yl ).
Normed linear spaces have the properties:
e d(x+z,y+2z)=d(z,y) Va,y,z € X (translational invariance)
o d(Az,Ay) = |\ d(z,y) ¥ A € C (homogeneity)
Example: d(z,y) = 24l

T fle—yll +1

1.6 Vector Norms ||-||,

=

e, = (3 i)



Pierson Guthrey
pguthrey@iastate.edu

1.6.0.1 Sum Norm,p=1

12 g, = el =D il

1.6.0.2 Euclidean Norm, p =2

||x||Euclidean = Hx”? = V Z ‘xz2|

1.6.0.3 Maximum Norm, p = oo

2]l gz = [2]loe = maz {|a:[}

All finite dimensional norms behave similarly with respect to convergence.
Convergence with respect to infinite dimensional spaces depend highly on the norm.

Given a vector z in CV,
lzll)ra < llzl,VP=1Va=>0

1_1
lzll, < llzl, <GP ], vp>1va>0

Examples: [z]|, < ], and [z, < vlall,.

2 Linear Mappings

For a linear map (homomorphism) L : C* — C™ denoted V/ Lw,
Range R(L) CW = {Lv;v € V}
Nullspace N(L) C V = {v; Lv = 0}
and dim(N (L)) + dim(R(L)) = dim(V)
Linearity for a map L from a vector space V such that (v,u) € V, (o, 8) € R means
L(aw + Bu) = aL(v) + fL(u)

If V has basis {€;} and W has basis {E} then for any v € V,

V= széz
i J

A linear map V' Lwis represented by

w = LV

Win, L1 .. Lpn Up,
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2.0.0.4 Composition For a mapping V' Low X X with dim(n), dim(m), dim(p) respectively,
the mapping V' X Xis given by

Np><n = Mpxm o men

or

Nij = g Mkl
k

2.0.0.5 Conjugation To change the basis of a vector space, you must also change the linear maps.
Given V 55 V in basis {&1, ...,en}

—

and V 4 v in basis {E, ...,fn}

related by v. = F'Vy, as in F' is the basis vectors of the new coordinate system expressed in terms of the
old basis vectors.

We =L V.
Fw; =L.Fv,;
Wi =(F 'L.F)vy
Ly=F'L.F

And Ly is known as a conjugate of L..

3 Matrices

For convention, a matrix A has n columns and m rows.

C™*™ js the space of m x n matrices, which is a vector space of dimension mn

If m = n, then you have a ring with unit I (the identity matrix s.t. Iv = v V v), although there is not generally
an inverse.

3.0.0.6 Matrix Transpose Complex Conjugate Transpose (also known as the adjoint) Ax € C™*" of
A e C™*" is the matrix s.t a;; = a;;
Defined by (v, Aw) = (A*V, W) Yo, w

e The adjoint is unique
e Also known as the Hermitian transpose
o tr(A*) =tr(A)
o det(A*) = det(A)
The real transpose is defined as (AT);; = A;;
tr(AT) = tr(A)
det(AT) = det(A)
If Aisreal, then AT = A*
(AB)T = BT AT
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3.0.0.7 Symmetry A c C"*"is Hermitianif A* = A7 = A

Hermitian matrices have real eigenvalues

o A c R™"is symmetricif AT = A

Eigenvectors of A corresponding to different eigenvalues are orthogonal.
Given ()\2,\71) and (Aj,?j),)\i # )‘j - V?VJ =0

For every eigenvalue of A, the geometric and algebraic multiplicities are the same. If A € C™*™,
then there exists exactly m linearly independent eigenvectors which can be chosen to be mutually
orthonormal. Therefore the spectral decomposition is

A=UDU~ ' =UDU*
for U unitary and D €™>™ diagonal with D;; = \;
o If A e C™ " then A*A € C"*™ is Hermitian with eigenvalues A > 0.
(A"A)* = A"A = A"AX = XX
X*ATAR = AX*X

CRTATAR | (AR)*(AR)
X

A= >0

X*X X*

A € C™*" is skew-symmetric if A* = —A

3.0.0.8 Block Matrices Blocks of matrices can be treated as individual elements of matrices, as long as
dimensions are handled properly.
Example. The matrix equation =

A3><4‘_;4><1 = b1><3

is equivalent to

H
Bax1 Caxz2 Daxa [1X1 _( BH+CI+DJ
Eixi Fix2 Gixi J21X11 EH+FI+GJ
X

3.1 Elementary Matrix Forms

3.1.0.9 Diagonal Matrices All of the entries above and below (off-diagonal) the diagonal are 0.

x ... 0

A rectangular diagonal matrix has the form

(lg) or (D 0)
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3.1.0.10 Triangular Matrices All of the entries either above or below the diagonal are 0, known as Lower
triangular and Upper triangular respectively. It is strictly lower/upper triangular if the diagonals are also
all 0.
* ...k * ... 0
R = E . . E L =

0 ... =x* ¥ ... %

Triangular matrices are assumed to be square

The inverse of a nonsingular lower (upper) triangular matrix is a lower (upper) triangular matrix

The product of two upper (lower) triangular matrices is an upper (lower) triangular matrix, since

The eigenvalues of a triangular matrix lie on the diagonal, and the eigenvectors are easy to find:

(R — A\I)v; =0
A=A a2 a3 ? 0
0 0 a3 1 = 0
0 0 =X\ 0 0

3.1.0.11 Banded All of the entries above and below a certain ‘distance’ from the diagonal are 0.

e Matrices with a nonzero first superdiagonal and first subdiagonal are known as tridiagonal

3.1.0.12 Permutation Matrix Each row and column has exactly one 1 and all other entries are 0.

010
P,=| 10 0
00 1

3.1.0.13 Permutations A permutationr:1,....,m — 1,...,m has the form

and can be represented by a permutation matrix P,. Note:
sign(m) = 1 = (=1)" = (—1)%tPx) 1, the number of pairwise interchanges that produce the permutation

3.1.0.13.1 Permutation Similarity Matrix of matrix A is a matrix P, APT

3.2 Matrix Properties

3.2.0.14 Matrix Invariants For a given A € C"*™,
Let V. = subset of k elements of (1,...,n)
Let {7} be the collection of all possible permutations of V

10
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Then we define S;(A)

Se(A) => > " sign(m) [ [ aix)

Vi {=}

All S;.(A) are objective (do not change with coordinate systems)

3.2.0.15 Trace of a Matrix ¢r(A) = S1(A) =a11 +ase+ ...+ ann
The sum of all diagonal entries.

e ir(AB) =tr(BA)
o ir(A*A) = ;a;aj = ; a2

A sphere of radius 1 transformed using a symmetric A into an ellipsoid will have |tr(A)| = > semiazxes

3.2.0.16 Determinant of a Matrix det(A) = S3(A) = a11a22. .. aGpn + ...

Note: |S;(A4)| = |S3(k)| for k = 2,3,4,5..

Facts

det(AB) = det(A)det(B) det(I) =1 det(A™") = xy (@assuming A~ exists)
det(A) # 0 <= the matrix is nonsingular <= nullspace is the zero vector

A cube of volume 1 transformed using A into a parallelpiped will have volume |det(A)]

3.2.0.17 Matrix Inverse Any nonsingular matrix has a unique inverse A=!st AA ! =A"1A=1

e If A, B € R™ ™ are invertible (det A # 0,det B # 0) then so it AB and (AB)™! = B~1A~!
The following are equivalent for A € C™*™
1. A1 exists.
2. det(A) #=0
3. A% = b has a unique solution for any b
4. The rows of A are linearly independent
5. The columns of A are linearly independent
6. N(A) = {6} and thus null(A) = 0
7. R(A) = C™ and thus rank(A) =n
Column Space: C(A) is the linear combination of all column vectors of a matrix. You can solve Az = b

exactly when b is in the column space of A. If the column vectors span R™, then C(A) is a subspace of R™,
but may be of a lesser dimension. The column space is not in general a subspace.

R(A)={yeC":y = AxXforsome X € C"}

11
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e dim(R(A)) = rank(A) is the rank of A
o rank(A) + null(A) =n

Null Space: N(A) is the space of all solutions to Az = 0. If the row vectors span R™, then the nullspace
is a supspace of R™. Usually this is found by putting the matrix in echelon form and then finding the space
spanned by the special solutions.

N(A) = {ie@n:Aizﬁ}
e For any matrix 4, 0 € N(A)
e dim(N(A)) = null(A) is the nullity of A

Special solutions: When fidning a null space, set each free variable in turn to 1 and find the vector that
solves rref(A)x = 0. Each of those is a special solution. The null space is the space spanned by the linear
combination of all of the special solutions.

Rank of the Matrix: The rank(A) is... It is always the case that rank(A) < m AND rank(A) < n. Ais of
full rank iff
Full column rank: If r=n, null(A) = 0. You have n pivot variables and no free variables. This means you
have at most 1 solutions to Az = b.

e Full row rank: If r=m, you can solve Az = b for any b. There are an infinite number of solutions. You
have m pivot variables and n-m free variables.

e Full rank: There is one unique solution for any b for Az = b.

Solvability Condition: The condition on b such that Az = b has solutions. Namely, b must be in C(A).

Complete Solution: The complete solution to Az = b is the linear combination of the particular solution
z, and all of the vectors in N(a). Zcompicte = Tparticular + Tnuil-

Echelon form: A is in echelon form if it has the shapce resulting from Gaussian Elimination. If GA is
performed on the rows, it is known as Row Echelon Form. If GA is performed on the columns, it is known
as Column Echelon Form.

e All nonzero rows/columns are above any rows/columns of all zeroes.

e The leading coefficient (first nonzero number from the left, aka the pivot) of a nonzero row/column is
always strictly to the right of the leading coefficient of the row above it.

e All entries in a cloumn below a leading entry are zeroes.

Reduced row echelon form (aka canoonical form): A matrix is in this form if it meets all the criteria of
Echelon Form, but in addtion also satisfies:
o Every leading coefficient is 1 and is the only nonzero entry in it's column.

3.3 Matrix Norms

Matrix norms treat a matrix A as an operator and come in three common varieties: induced norms, Schatten
norms, and entrywise norms. Matrix norms have the property |AB|| < ||A]| || B] -

12
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3.3.1 Induced Norms

Given a vector norm ||-|| ,, let A € C"*™, the subordinate norm of A is

4l = Ay
’ z#0,2€C™ ||£UHp l2],=1,z€C
If p = ¢, we have the induced norm
| Az|,
1Al = = sup  |[lAz],
at0wect [Zll, |z =1,zecn

e p = 1 leads to the maximum absolute column sum
m
All. =
1Al 121jaél z; |aij]
=

e p = 2 leads to the largest singular value of A, ie the square root of the largest eigenvalue of the
positive semi-definite matrix A* A

||AH2 =V /\maX(A*A) = JmaX(A)

e p = oo leads to the maximum absolute row sum

1<i<m

n
Al = max Y Jay|
=1

Fun facts

e For any induced norm, || A" o > p(A), where equality holds for p = 2.
p

3.3.2 Schatten Norms

The Schatten norms arise when applying the p—norm to the vector of singular values of a matrix. Let {o;}
be the singular values of A.

min(m,n) B

1A, ={ > of

=1
Schatten norms are unitarily invariant. That is, for any unitary matrices U, V,
1All, = IUAV]],
e For p =1, we have the Nuclear norm also known as the Trace norm

min(m,n)

1Al = > o

i=1

e p = 2. The Frobenius norm is the finite dimensional analog of the Hilbert Schmidt norm

1

2

IAllF = 1Al = | D0 layl?

j=1 i=1

13
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with the interesting property

| Al p = \/trace(A*A) =

e For p = oo, we have the spectral norm

[All, = _ max o
1<i<min(m,n)

3.3.3 Entrywise Norms

Entrywise norms treat A € C"*" as a vector of size mn, so they take the form

q71

n m %
1AL, =D <Z az‘j|p>

j=1 \i=1

These are not guaranteed to be sub-multiplicative, and therefore are norms that may not be consistent with
vector norms.

¢ In data analysis, a common norm is L2,1 norm

||A||2,1 = Z <Z aij|2>
j=1

i=1

e The max norm is not sub-multiplicative and therefore not a true norm

R

max laq;]

max HA”‘”"’C T i<i<mii<i<n

3.4 Eigenvalues

For a given A € C, A € C"*™ is an eigenvalue of A associated with eigenvector v # 0 s.t
Av = lv

and the pair (\,v) decribe a vector v for which A maps to a a multiple X of itself.

Eigenvalues of A* = complex conjugates of eigenvalues of A

Eigenvalues of AT = eigenvalues of A

> eigenvalues = tr(A)

[] eigenvalues = det(A)

Eigenvalues are preserved under change of basis (eigenvalues of A = eigenvalues of F~1AF) but eigen-
vectors v will be different.

det(A — \I) = det(F~'BF — F7'A\IF) = det(B — \),V' = Fv

Eigenvalues depend continuously on the matrix entries.

14
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3.4.0.1 Gershgorin Theorem Let D(A) = |J D; with circles D; = {z € C||z — a;;| < r;} with the row
i=1

sumr; = Zi;ﬁj = \aij|

All eigenvalues are in D(A)

If there are k circles D; which intersect but are separated from other circles then there are exactly k eigen-

values in the union of the & circles. (Note the eigenvalues are in the union of the circles, not the circles

themselves)

If r, = 0V i, then D; is the set of eigenvalues in circles of radius 0.

AT creates different circles (it uses column sums of A)

3.4.0.2 Eigenvectors v
Right eigenvectors are AV = A\v
Left eigenvectors are A*w = A\w or w*A = A\w*

3.4.0.3 Eigenspace E(\) The subspace of C**" defined by {v : Av = \v}

3.4.0.4 Characteristic Polynomial x(\) x(\) =det(A—AXI)=0

Fundamental Theorem of Algebra implies every n x n matrix A has exactly n eigenvalues, possibly
complex, possibly multiple.

For every eigenvalue there is at least one eigenvector.

For real A, any complex eigenvalues come in complex conjugate pairs (), v) and (), V)

Cayley Hamilton Theorem: A matrix satisfies its own characteristic polynomial
xa(A)=A+a, 1A+ +aol

Proof is in 507 Notes

3.4.0.5 Multiplicity
e The Algebraic Multiplicity of an eigenvalue is its multiplicity as a root of the characteristic polynomial
of the matrix. We can see

Algebraic multiplicity a(\) = dim N, = » _ dim M;

e The Geometric Multiplicity v()\) of an eigenvalue is the number of linearly independent eigenvectors
associated with that eigenvalue

o 1 <y(A\) =dimM; <)) =dimN,

3.4.0.6 Spectrum Spectrum o(A) = {eigenvalues of A}
Spectral radius p(A) = maz(|A])

p(A*) = p(AT) = p(A)
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3.4.0.7 Orthonormal A collection of vectors {vi} is orthonormal if (v;, v;) = &;;

3.5 Numerical Range and Radius

3.5.0.8 Numerical Range W(A) ={U*AU : |U|| =1} for A € C"*"
g(A) C W(A)

W(aA+ BI)=aW(A)+ 8

W(Ae B) c W(A)+W(B)

W(A*) = W(A)

W(A) is compact and convex

conv(c(A)) C W(A)

If A'is Hermitian, W (A) = [Apin» Amax]

</(1) fx)z) — W(A) = conv(W (A1) | W (45))

W(A) = {0} = A=0

3.5.0.9 Numerical Radius 7(A) = max({|z],z € W(A)})
p(A) < r(A)

For A normal. p(A4) = r(A)

r(A%) =r(AT) =r(4)

3.6 Minimal Polynomial
The minimal polynomial x4 () is the polynomial of lowest degree for which u(A) =0
e u4(N) always exists since x4(A) =0

e 1a()\) always has the form JT(A — \;)* with 0 < k; < a()\;) for eigenvalues {)\;} of A

e Relation to Jordan chains: 4 (A) = [J(A — X\;)*, where p; is the length of the longest chain

2

3.7 Special Types of Matrices
3.7.0.10 Orthogonal Matrices @ € R™*" is orthogonal if Q7 = Q!

e () is made up of mutually orthonormal vectors G/ q; = &,

e QTQ =1

3.7.0.11 Unitary U c C""isunitaryif U*U =1 < U*=U"!
The column vectors are orthonormal.

Ui
Us U, U, Us | =1
U;

16
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Implying (U, U;) = i,

det(U) = +1 = |det(U)| =1

vl =¥]  v¥

(UV,UwW) = (V, W)

If U is real it is called ortogonal and is a rotation matrix
Eigenvalues of U are on the unit circle.

3.7.0.12 Rotation Matrix
A real unitary matrix U € R™*™ has one of the following forms:

g (ol ) o () )

det(U) = 1if U is a rotation
det(U) = —1if U is a rotation and reflection

3.7.0.13 Normal Matrix

A square matrix N € C**" is normal if N*N = NN*
W(N) = conv(o(A))

p(A) =r(4)

3.7.0.14 Nilpotent Matrix
A is nilpotent of order p if
AP =0and AP71 #£0 for some p > 1

As in, p is the lowest power for which AP becomes the zero matrix

e Ais nilpotent if and only if all eigenvalues of A are zero

3.7.0.15 Projection Matrix
A matrix P projects a vector v € V onto a subspace of V, say U

e P2 = P, and all eigenvalues of P are 0 or 1
e The target subspace U is invariant under P. That is, P is the identity operator of U
e P isidempotent

e Say K is the kernel of W. We have a direct sum W = K @& U and every vector in W can be
decomposed as x = u + k with w = Px and k = x — Px.

e The range and kenrel of P are complementary
C™ = range(P) ® null(P), range(P) N null(P) = {6}
e () = I— Pisalso a projector. The kernel and range of P are the range and kernel of  and vice-versa.
range(P) = null(I — P),range(I — P) = null(P), null(P) Nnull(I — P) = {6}
¢ In an infite dimensional vector space, the spectrum is contained in {0, 1}. The only eigenvalues of a

projection are 0 (the eigenspace of which is the kernel of P) or 1 (the eigenspace of which is the range
of P).
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3.8 Matrix Factorizations
3.8.1 LU Factorization
PA=LU

or
PA=LDU

L is lower triangular

D is diagonal

R is upper triangular

P is a permutation matrix to ensure the first element of L is nonzero

All square matrices can be factored this way

If Ais invertible, it admits an LDU factorization if and only if all leading principle minors are nonzero
3.8.1.1 Cholesky Decomposition

If A is Hermitian (or symmetric) and positive definite, for a LU or LDU factorization we see that U = L* so
A=LL"

or
A=LDL"

e Always exists and is always unique

e Numerically stable compared to other LU factorizations

3.8.2 QR Decomposition
A=QR

For an orthogonal matrix Q and an upper triangular matrix R. If A is invertible, then the requiring the diagonal
entries of R to be positive makes the decomposition ungiue.
If A is not full rank,

Amxn = ( Ql Q2 )me < %l ) = QlRl

If A has n linearly independent columns,
e Q1 is m x n and forms an orthonormal basis for the column space of A

e (Qzism x (m—n)
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3.8.3 Schur Factorization

If AeCr=n
A=QUQ™ =QUQ*
e Qis unitary, Q* = Q!
e U is upper triangular and is known as the Schur Form of A
e U is similiar to A and has the eigenvalues of A along its diagonal
Facts

e If A is Hermitian Schur Factorization is identical to Spectral Decomposition

e Every square matrix is unitarily similar to an upper triangular matrix (has a Schur Factorization)

3.8.4 Spectral Decomposition
If A e C**" is diagonalizeable (distinct eigenvectors), then
A=VAV~!
e A is diagonal formed from the eigenvalues of A

e V are the corresponding eigenvectors of A

Facts

Also known as Eigendecomposition

Existence: Since AV = AV, V1 exists if the eigenvectors are distinct

Requiring that each eigenvalue’s geometric multiplicity be equal to its algebraic multiplicity is neces-
sary and sufficient

If Ais also symmetric, and we normalize so V'V = I,then A = VAVT

If A is Hermitian Spectral Decomposition is identical to Schur Factorization

3.8.5 Unitary Diagonalizeability

If Ais normal then
A=QDQ*

for some unitary matrix Q.

e Ais unitarily diagonalizeable if and only if A is normal.

3.8.6 Rank Factorization
Any matrix A € C™*™ that has rank r, can be factored:
A=CF
e C,,x has columns that form a basis for the column space of A
e F,.., has the coefficients for each row of A in terms of the basis C. That is,
a; = fijc1 + fajeo + ... + frice

e There is no restriction on A
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3.8.7 Polar Decomposition

For a square matrix A,
A=QH

e () = UV*is unitary
e H = VXV*is Hermitian and positive definite

e H is unique

3.8.8 Singular Value Decomposition

For any matrix A, xn,

*
Amxn = Umx mzm X Van

e U is a unitary matrix whose columns are the left singular vectors of A. The left singular vectors of A
are the eigenvectors of AA*

e ¥ is a retangular diagonal matrix with the singular values o; of A along the diagonal. The singu-
lar values of A are the nonzero eigenvalues of AA* and A*A. The convention is to write them in
nonincreasing order, and so o1 > 03 > ....

e VV* is a unitary matrix where the columns of V" are the right singular vectors of A. The right singular
vectors of A are the eigenvectors of A*A

e X is unique, but U,V* are not
e The SVD exists for all matrices A € C™*™. (Proof by construction)

If m > n, let p = min(m, n)

01
UXV*=| d; - Up op Vi ooV
0 0 0
If m > n, let p = min(m, n)
g1 0 ... *
USV = | @ - iy 0 ... ViV

op O

e Geometric interpretation: The image of the unit sphere in RY under the map A = UXV* is a hyperel-
lipse in RM. Take z € RV with ||z, = 1. Notice |[V*z||, = 1. V* rotates and or reflects z. D(V*z) is
a stretching and or contracting of certain elements of V*z. U rotates and or reflects DV *z.
If we are in R?, this ellipse has semimajor axis o, and semiminor axis os.

e The SVD can be used to rewrite A as the sum of r rank one matrices
A, = oy Vi + ... + o0,V

With the interesting property that

o k=1,2,.,r—1
A— A, =
14~ Al {0 .
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Which solves the optimization problem of finding the closest rank £ matrix to A

|A = Agll, = inf {||A = B|, : B€ C™*" rank(B) =k}
3.8.9 Moore Penrose Pseudoinverse OR Generalized Inverse

AT is the generalization of the matrix inverse that satisfies
At =447t 4
or using the SVD A = UXV*:
AT =vErtu®

-1
Where ©7' = ( 20 8 ) is th einverse othe nonzero block of ¥

o (ah)f
e AATA = A, where AAT maps columns to themselves but need not be the identity
o ATAAT = AT where A' is the weak inverse
o (AA")" = AAT, therefore AAT is Hermitian
o (ATA)" = ATA, therefore AT A is Hermitian
Facts about the pseudoinverse
o At exists for any matrix
o If A c R"™ ", then AT € R**"
e If Ais invertible, AT = A~1
(A7) = (an”

o A' = AT
(An)F = (A7)
o (@A) =a AT ifa#£0

[ ]
E

3.9 Matrix Nullspace N(A)
For a matrix A, the nullspace is the set of all vectors N(A) such that if v € N(A), then Av = 0. That is,
re€N(A) < Az =0
o N(AF1) D N(AF)since » € N(AF) <= Arz =0
o If Ak = AF+1 for some k, then AF = AP+l = Ak+2 = =AMV m >k
If A is nilpotent of order p, then
{0} S N(A) S N(A*) S ... S N(AP) = N(4PH!) = ...

denoted Ny, N1, Na, ..., Np, Npy1, ... respectively
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3.9.0.1 Generalized Nullspace NV (4A) = N,
If Ais not nilpotent, then N'(A) = {0}
Define M} as the complement of N;_; in Ni, so

Np=Np1 &My, =Np_2® M, &M,

and
Ni=No@® W, =W,

SO we see
C"=M &M ®..® M,
3.9.0.2 Generalized Eigenvectors v is a Generalized Eigenvector of order k for eigenvalue A = 0 if
ve M, < AFv=0where A1 £0
e M; are the eigenvectors of A
e Amaps My — My, for k > 2 and is one-to-one

® dlm(Mk) S dim(]\/[k_l)

3.10 Jordan Normal Form

The Jordan Normal form generalizes the eigendecomposition to cases where there are repeated eigenval-
ues and the matrix cannot be diagonalized. The Jordan Normal Form for a matrix A is

A=VJv1
where V is a basis formed from the generalized eigenvectors of A. J has the form
Ji Ao 1

Jo . A
Jogo = ] with blocks J; =

7x?

J is upper triangular

e VJV~lis not unigue since we can rearrange the blocks and corresponding eigenvectors

Each block corresponds to one eigenvector

The number of blocks to a given ); is equal to v(\;)

The size of a block is the length of the chain

A is diagonalizeable if and only if all blocks have size |z|

For A € C**", if n < for some small unkown i, the chain structure is uniquely determined by «, v,
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3.10.0.3 Example If A € C*** with a single eigenvalue ), we consider all possibilities (permutations are
equivalent)
Note that p is the length of the longest chain

single chain
two chains

2
—
kawl\’))—ly
Q
—~
,J;,J;,J;qquy
Nz
= NN W T

A Jordan Chain is the column of eigenvectors in a table of the following form:
Say dim M; = 4, dim M, = 3, and dim M3 = 1, then

M; | o) = N3\ N

M,y vf) = A’U§3) véQ) v:(f) =Ny \ My

M, vgl) = Avgz) vgl) = Avéz) vgl) = Avéz) vfll) = N1\ Ny
{0} = Ny

e Each
k) _ {ith k-dimensional generalized eigenvector % > 1

! ith k-dimensional eigenvector of A k=1

e The Jordan Chains are subspaces which are invariant under A?

(] If A iS ni|p0te t we cal Choose a baSiS v and see
1 2 3 1 2 1 2 1
U_—(’Ui) ’UE) Ug) ’Ué) ’Ug) U:(;) Ug) ’Ug))

Av=<0 051) v§2) 0 ’Uél) 0 vél) 0 )

3.11 Least Squares Problems

We want to solve Az = b for a m x n matrix of rank r.
The least squares solution & to Az = b is the = with smallest ||-||, among all  that minimize || Az — b||, In
general, this is

i =ATb=ViU*p

In MatLab, z = A\ b gives & using QR

3.11.1 Exactly Solvable Case: m =n=r
If A is square, nonsingular (m = n = r),
e Ax = b has a solution if and only if b € R(A)
e Given a solution z, and n € N(A),  + n is also a solution since A(z +n) = Az =b

e Solution is unique if and only if N(A4) = {0}
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3.11.1.1 Solution Methods

e The soluton is
z=A"1
But this is not practical to compute, but proves the existence of a solution

e Using the LU decomposition

A=LU
Az =P 'LUz =D Ly=Pb
Ur=y
Which can be solved with forward/backward substitution.
e Using QR (thrice the effort of LU)
A=QRP!
Az = QRP 'z =1b Qz=b 2=Qh
Ry==z triangular

Plz=y r = Py

e Using SVD (requires the most effort)

A=UXV*
Az =USV*z =b Ue=b2=U7h
YSy=z diagonal

Vie=y z=Vy

3.11.2 Overdetermined case: m > n,n=r
N equations with 2 unknowns:
z1 1 Y1
In 1 yn
o N(4) = {0}

e R(A) is not the whole space (is a proper subset of whole space), which implies a solution need not
exist

e The residual r(x) = r = Az — b is a function of =

3.11.2.1 Approximate solution method: Minimize the residual using normal equations

You can minimize with respect to any norm but ||-||, is easiest. If we define b as the orthogonal projection of
b onto R(A),

~ N 2
r(z)? = b + (b - Ax) | don't think this is right
sowecanmake b — Az =0
r L R(A) «= re N(A)!t «— A*r=0

But
re N(ANYt — A*(Az—b) =0 = A*Az = A%
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e A*Ax = A*b is the Normal Equation for Ax = b, which minimizes the sum of square differences
between the left and right sides

e Since K (A*A) < K(A)?, the condition number for the normal equations could be very large

SO
( g )z:x::(A*A)_lA*b
3.11.2.2 Approximate solution method: Minimize the residual using QR

7]y = [Az = bll, = |QRz — bl|, = || Rz — Q"b]l,

In case 2, if we define ¢ = Q*b

o (1) = aeeem () (2)- (557

Find = such that Ryz — ¢; = 0 so

2 =||( e e
2 —Cy

Which can be found via backwards substitution on

2

2 2 2
= [[Rax — cilly + lleally = [le2ll3
2

T = Rl_lcl

3.11.3 Underdetermined case: m <n,m =r

3.11.3.1 Solution Method: SVD
Define c = U*band y = V*x, s0 )
Irlly = 12y —cll,

ButsinceXy=( X; 0 g1 = Y1y1, we set y; = X7 c and let i, be such that ||y2||, = 0 so that
Y2 1 2

2 2 2 2 2 — 2
lzllz = 1Vylls = lyllz = llyall; + llyellz = |27 <]l

3.11.3.2 Solution Method: QR
Define ¢ = QTb, so ,
Irll; = || Rz — Qb

T

Butsince Rz = ( R1 R; ) ( N > = Rix1 + Roxo, With x, arbitrary since R, is upper triangular but R, is
2

arbitrary. We set z; = Ry * (¢ — Raxz)

2 2 2 _ 2 2
||acH2 = ||551||2 + ||332H2 = HRl ! (c— R2x2)H2 + H$2H2

It is unknown how to minimize this.
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3.12 Arbitrary m,n,r

Using QR,
Az =QRP 'z =b

We define c = Q*b and y = P2 and we want to solve Ry = ¢
R Ry n _(“a
0 0 Y2 2
With R; upper triangular and R, arbitrary

2 2 2
[l = [[Riy1 + Rayz — c1ll5 + llezlls

So we set y; = Ry ' (¢; — Rayo) and with ys, arbitrary

3.13 Linear Programming

Minimize or maximize f,(z) subject to

fi(z) <0 fi(z) >0

5 o :
fm(x) <0 fm(iv) >0
Ar—b=0 Ar—b=0

Solve using Simplex method

4 Nonnegative and Stochastic Matrices

A matrix M = [m;;] € R"*" is defined as one of the following if the given condition holds for all elements
mij

\ condition denoted
nonnegative mg; > 0 M >0
positive mg; >0 M >0

semipositive | M >0and M #0 M >0

e The absolute value of A = [a;;] € C™"*™ is the matrix |A| = [|as;]]

e The dominant eigenvalue of A is the eigenvalue such that |A| = p(A) (but with eval stuff)

4.0.1 Facts
LetA,B,M,N,P,N;,M; e C"*™ andlet M > N >0,let P >0,let0 < N; < M; and let v,w € C"
o |AB| <|A||B|

[ AV < [A[|V]

NP > 0if and only if N does not have a row of 0's

PN > 0if and only if N does not have a column of 0's

If w > 0then Nw >0
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o Ifw>0then Pw >0

e NN, < MM,

o [Milly < [IM:]ly and [N, < [[M]l
o [[[A[ll, = 1All, and [[[A]ll < 1Al

o Putwith norms: lim ||A’“H% = p(A)

Corollary: If for all k € N, |A¥| < |B*| then p(A) < p(B)

e Forany A € C"*" p(A) < p(JA])
e If0 < N < M then p(N) < p(M)

e If M > 0then p(M) >> 0p(M [S]) where M [S] is the principal submatrix of M determined by S. In
particular, m;; < p(M)fori=1,...n

e If P> N >0,then p(P) > p(N) and p(P) >0

e For a nonnegative matrix M € R"*™, the ith row sum and jth column sum of M are denoted

ri(M) = Zmij and ¢ (M) = Zmij
j=1 i1

Then
in r < < ; =
121;1”7‘1(]\4) <p(M) < lrgiagxnn(M) M|
[2in c;(M) < p(M) < max ¢;(M) = | M|,

e If M > 0 does not have a zero row, then p(M) > 0

e IFM >0,V >0,and MV > ¢V for ¢ > 0then p(M) > ¢

4.0.2 Perron’s Theorem
4.0.2.1 Proposition 1: Let P be a positive matrix.
¢ |f P has a nonnegative eigenvector then this eigenvector and its eigenvalue must in fact be positive

e P can have at most one indepdendent nonnegative eigenvector for any specific eigenvalue.
4.0.2.2 Perron LetP >0.If P¥ =Avand v # 0 and |\| = p(P) then A = p(P), ¥ = ¢ |¥| and |v| > 0

4.0.2.3 Perronl Let P > 0. Then
e p(P)>0

e p(P) is an eigenvalue of P

p(P) has a positive eigenvector

The geometric multiplicity of eigenvalue p(P) is 1

e p(P) is the only dominant eigenvalue of P
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4.0.2.4 Perron Roots: Let A € R™*" be a matrix such that 4, A” both satisfy all conclusions of Perron
I. Then p(P) is called the Perron Root and there exists Perron vectors:
¢ (Right) Perron vector: A unique vector Z > 0 such that AZ = p(A)Z and ||Z]|, =1

e Left Perron vector: A unique vector ¥ > 0 such that ¥ A = p(A)y” and y7'Z = 1
Further, if v > 0 is an eigenvector of A, then v is a multiple of the Perron vector Z.

4.0.2.5 Perronll Let A, AT € R"*" satisfy the conclusions of Perron 1 with Perron vector and Z and left
Perron vector y. (Any positive matrix satisfies these properties.) Then

1 k
. _ zoT

k
4.0.2.6 Perronlll Let A € R™*™ be a matrix such thatthere is a rank one matrix S such that lim (ﬁA) =

k—oo

S. Then p(A) is a simple eigenvalue of A (its algebraic multiplicity is 1)

4.0.3 Regular Matrices

A nonnegative matrix M is regular (also known as aperiodic or primitive) if there exists a positive integer
k such that M* > 0, the minimum k at which this occurs is called the exponent. If M > 0 is regular of
exponent k, then for all s > 0, M*+ > 0.

4.0.3.1 Eventually positive
A real square matrix A is eventually positive if there exists ko > 0 € N such that £ > &, implies A* > 0,
and ko is the power index of A.

4.0.4 Perron-Frobenius Property

A € R™*" has the Strong Perron-Frobenius Property if the following are satisfied:
e p(A) > 0is a simple eigenvalue of A
e p(A) is the only dominant eigenvalue of A
e A has a positive eigenvector for p(A)

For any matrix A € C"*", spec (4%) = {A¥ : X € spec (A)} and if ¥ is an eigenvector of A for eigenvalue A
then v is an eigenvector of A* for eigenvalue \*

4.0.4.1 Theorem Let A € R"*". The following are equivalent:

A is eventually positive

A and AT satisfy the strong Perron-Frodenius property

A and AT satisfy the 5 conditions of Perron I.

k
lim (ﬁA) = 757 where Az = p(A)Z, §TA = p(A)§", Z,5 > 0 and y7Z = 1

k—oc0

i () =20
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4.0.5 Digraphs and Reduceable Matrices

Adigraph I" = (V, E) is a finite nonempty set V of vertices and asetofarcs ECV x V.

For S C V the subdigraph of T" induced by S is digraph T'[S] := (S, E N (S x .9).

A digraph of a matrix A € C"*", T'(A) is the graph with vertex set V(4) = {1, ...,n} and
LINEAR PROGRESS

5 Functions of Matrices

5.1 Definitions
5.1.1 Jordan Canonical Form definition

For A € C™*" with JCF Z~'AZ where J4 has Jordan blocks {Ji(\1), ..., Jp(Ap)} With Ji(Ag) € Cmexme
and Z m; = n then define

K2

F(A) = Zf(Ja)Z7" = Zdiag(f(Ju(M)))Z ™

where
fOw) fOw) e e
FOOW) = fOu)
f'(Ak)
F%)
e If any of the derivatives is undefined at any of the A;, then f(A) is undefined.-is this true of al defini-
tions?

e If f is multivalues and A is derogatory (repeated eigenvaules occurring in more than one Jordan
block), the Jordan Canonical Form definition has morethan one interpretaton:

— Primary Matrix Function:= If the same branch for f and its derivatives are taken for each
occurence of an eigenvalue in different Jordan blocks. It is usually assumed that f(A) means the
primary matrix function.

— Nonprimary Matrix Function:= If different branches for f and its derivatives are taken for the
same eigenvalue in two different Jordan blocks. If this is the case, f cannot be expressed as a
polynomial of the matrix, and depends on the matrix Z.

5.1.2 Polynomial Interpolation Definition

Given a matrix A and its distinct eigenvalues \q, ..., A, let n; be the index of \; that is the order of the largest
Jordan block in which \; appears. Then let »(A) be the unique Hermite interpolating polynomial of degree
less than 3"7_ n; that satisfies the interpolation conditions r)(\;) = ) ()\;) for j = {0,1,...,n; — 1} and
i={1,...,s}. Then

f(A) =r(4)

e If any of the derivatives are undefined at any of the A;, then f(A) is undefined.

5.1.3 Cauchy Integral Definition

The function f is said to be defined on the spectrum of A if all the derivatives exist at all of the eigenvalues
A; exist. If f is analytic inside a closed contour I' that encloses o(A), then

f(A) = - / F(2) (I — A)~Lds

T 2mi
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5.1.4 Matrix Function Facts

e The JCF and Interpolating polynomial definitions are equivalent and the Cauchy Integral definition is
equivalent to both if f is anaylitic.

e f(A) is a polynomial in A And the coefficients depend on A
e f(A) commutes with A
o J(AT) = f(A)T
e For any nonsingular X, f(XAX™!) = Xf(4)X!
e For a block-diagonal matrix D = diag(4;, ..., Ay), f(D) = diag(f(A1), ..., f(An))
e If Ais diagonalizable with Z=1AZ = D (D diagonal), then f(A) = Zf(D)Z~!
e Let f, g be functions defined on the spectrum of A.

h(t) = f(t) +9(t) = h(A) = f(A) +9(4)

h(t) = f(t)g(t) = h(A) = f(A)g(A)

o Let G(uq, ..., us) be polynomial in ug, ..., u, and let f1, ..., f,, be functions defined on the spectrum of A.
If g(\) = G(f1(N), ..., fn(N)) takes zero values on the spectrum of A then g(A4) = G(f1(A), ..., ft(A)) =
0
Corollary: sin?(A) + cos?(A) = I, (A7 )P, and ¢4 = cos A + isin A

e If f has a Taylor Series expansion with coefficients a;, and radius of convergence r, then for A € C**™
F(A) = ap(A—al)t
k=0

if and only if each of the distinct eigenvalues {);} of A satisfy one of the following conditions

- |Ni—al<r

— |\i — a| = r and the series for f™~1()\) is convergent at \; V i

e Let T € C™*" be upper triangular and suppose f is defined on the spectrum of T, then F = f(T) is
upper triangular. Let \; = t,; and let S;; be the set of all strictly increasing sequences of integers that
start at i and end at j and let [\, ..., A, ] be the k*" order divided difference of f at A, ..., A, Then
fis = f(ti) and
fij = Z t50751t51752 X ... X ts(hsltsk—l-,skf [)‘507 7)‘Sk]

(So,...,sk)esij
5.2 Specific Functions
5.2.1 Matrix Square Root

Let A € C**™. Any X such that X2 = A is a square root of A

¢ Uniqueness: If A has no eigenvalues on R, (the closed nagative real axis) then there is a unique
square root X of A each of whose eigenvalues are 0 or lies in the right half-plane and v/A is a primary
matrix function of A. n this case we call X the principle square root of A and it is written X = Az If
Ais real then sois Az. The integral representation of this is

f(A) = zA/(tQI—i— A)~tat
T

™
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¢ Existence A necessary and sufficient condition for a matrix to have a square root is that in the "ascent
sequence” of integers dy, do, ... defined by

d; = dim(ker (A%)) — dim(ker (A*"1))
contains no two identical odd integers.

e A € R™*™ has a real square root if and only if A satisfies the "ascent sequence” condition and A has
an even number of Jordan blocks of each size for negative eigenvalue.

e A positive semidefinite matrix A € C™*™ has a unique positive semidefinite square root

¢ A singular matrix need not have a square root

5.2.1.1 The Identity matrix

e I, ., has 2™ diagonal square roots diag(+1) with primary matrix functions I and —I

« Nondiagonal but symmetric nonprimary square roots of I,, including any Householder matrix 7—2vv7"\
(¥1'¥) for ¥ # 0 and the identity with its columns in the reverse order

o Nonsymmetric square roots are easily constructed in the form X DX~! where X is nonsingular but
nonorthogonal and D = diag(£1) # £1

5.2.2 Matrix Exponential

Let A € C**™. Define
A2 A3 >, Ak
A _
e’ =erp(A)=T+ A+ 2'+ + . ,}, X

o c(A+BIt — pAteBt holds for all ¢ if and only if AB = BA

The solution to the differential equaton in n x n matrices

dy
—r =AY + BY, Y(0) = C, A,B,Y € C™*n

has the solution Y (t) = eA*CeP!

e A € C™ " is unitary if and only if it can be written A = ¢/ where H is Hermitian. H can be taken to
be Hermitian positive definite

e A € R™*" is orthogonal with det(A4) = 1 if and only if A = ¢¥ with S € R"*" skew-symmetric.

5.2.3 Matrix Logarithm
Let A € C»*". Any X such that eX = A is a logarithm of A

e Uniqueness: If A has no eigenvalues on R™, then there is a unique logarithm X of A all whose
eigenvalues lie in the strip {z : —7 < Im(z) < «}. This is the principle logarithm of A and is written
X =log A. If Aisreal, then log(A) is real

e Existence If p(A) < 1, then

A2 A3 >
log(I + A) = A—7+?—...:Z(—1) o
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e A € R™"*™ has areal logarithm if and only if A is nonsingular and A has an even number of of Jordan
blocks of each size for every negative eigenvalue.

e cllog(A)) = A holds when log is defined on the spectrum of A € C™*", but does not generally hold
unless the spectrum of A is restricted.

e If A € C™*" is nonsingular then det(A) = e tr(log(A))) where log(A) is any logarithm of A
For A e C"*™

n

IAll, = 121%)5“2; la;;| maximum row sum
]:

m
IA|l = llg%xnz; |lai;| maximum column sum
iz

1A[l, = v/ p(A*A)
[Allp = Vir(A*A)

For any induced matrix norm ||-|| ,

p(A) < |IA]
If U € R™*™ is unitary, then
U], = [z,
Ul =1
If A e C™ ™  then
AU, = [|All
also
AU = [|All 7
5.2.3.1 Rayleigh Quotient
. XFAX
RA(X) = —=
X*X

If A e C**"™ is Hermitian, then we can compute the greatest eigenvalue

sup R(A) = max \;
240 i

Forany A € C™™, ||A|l, = /p(A*A)
Forany A € C™*", || A|l, = p(A)
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